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Dear Terry:

FRANK U. FLETCHER
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ROBERT L. HEALD
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PAUL D.P. SPEARMAN
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As agreed in our meeting on January 14, I am enclosing technical materials on 2.4 GHz spread
spectrum systems and their susceptibility to interference, with a cover memo from Jim Zyren of

Harris Corporation.

[ join in Jim's request for Fusion's cooperation in obtaining release of the OET test data on

Fusion's product.

[ hope this material is helpful, and look forward to resuming discussions with you and your
client. Please do not hesitate to call with any questions in the meantime.

Sincerely,

ML’f Shal W"?(ﬂk«;—/

Mitchell Lazarus

Enclosures
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cc. (w/out enclosures):
David Jatlow, Esquire
Ray Martino, Symbol Technologies, Inc.
Carlos Rios, 3Com Corporation
Larry Solomon, Esquire, Counsel for Metricom
Jim Zyren, Harris Corporation




To: Fusion Lighting 1/29/99
Fr: Jim Zyren, Harris Semiconductor
Re: Information requested by Fusion Lighting

In regard to the meeting between Part 15 interests and Fusion Lighting on January 14, 1999, I am
forwarding information describing the performance characteristics of IEEE 802.11 wireless LAN radios.
This data includes the standard to which this equipment conforms as well as descriptions of the impact on
WLAN reliability of RF interference generated by magnetron sources in consumer microwave ovens.

1.) IEEE Std 802.11-1997: 1EEE Standard for Wireless LAN Medium Access Control (MAC)
and Physical Layer (PHY) specifications

2.) Hormne, J. and Vasudevan, S., “Modeling and Mitigation of Interference in the 2.4 GHz ISM
Band”, Applied Microwave & Wireless, March / April 1997, pp. 59-71.

3.) Zyren, J., “Effects of Microwave Oven Interference on IEEE 802.11 WLAN Reliability”,
IEEE P802.11 - 98/240, May 1998.

In addition to the data described above, alternative proposals for in-band emission limits and
limiting emissions to some portion of the 2.45 GHz ISM band in order to promote spectrum sharing are
being considered by the Part 15 interests. We would like to point out that ISM devices operating in
accordance with Part 18 of the Commission’s rules can use the entire ISM band from 2400 - 2500 MHz.
By comparison, Part 15 devices are limited to 2400 - 2483.5 MHz.

In order to facilitate our understanding of RF lighting devices, I would like to reiterate our request
for release of the FCC test data gathered on the device Fusion provided to OET for evaluation as part of
this proceeding. Due to the fact that RF lighting devices operating in the 2.45 GHz ISM band are not
generally available for purchase, release of test data gathered by OET would expedite discussion between
the parties.




A 2.4 GHz Interference

Modeling and Mitigation of Inter-
ference in the 2.4 GHz ISM Band

This article presents the results of investigations into the nature of
interference sources in this band and discusses methods for
minimizing their effects on communication links

By Jonathan Horne, University of Colorado

S. (Vasu) Vasudevan, Ph.D., US WEST Advanced Technologies

GHz, and 5.7 GHz are among those that

have been designated in the United States
as Industrial, Scientific and Medical (ISM)
bands. In these bands, radio communication
using spread-spectrum techniques is permitted
without license requirements, subject only to
equipment type approval and additional
Effective Isotropic Radiated Power (EIRP) and
processing gain requirements. Interference
from extraneous sources {(unintentional radia-
tors) impacts the reliability of communication in
each of these bands. In the case of the 2.4 GHz
ISM band, the dominant sources of such inter-
ference are the 80 million residential microwave
ovens radiating at a nominal frequency of 2.45
GHz. The ubiquity of these ovens and the wide-
band interference picture that emerges from
peak-power measurements using, for example,
conventional spectrum analyzers in max-hold
mode, has sometimes led to pessimistic conclu-
sions about the possibility of sustaining high-
reliability communication links in this band.
Therefore, in this paper we develop some
insights into the nature of these predominant
interference sources in the 2.4 GHz band, dis-
cuss their impact on communication link relia-
bility and outline strategies for minimizing the
effects of such interference.

We begin with an overview of the nature of
telephony applications in this band and discuss
the potential for disruption of communication
links by interference from microwave ovens, fol-
lowed by a review of prior work done on charac-
terizing these interferers. That leads to a dis-
cussion of more recent measurements, revealing
a clearer picture of these emitters’ behavior.
These results are then developed into a simple
analytical model to provide greater understand-
ing of previously reported experimental obser-

Three frequency bands at 900 MHz, 2.4
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vations. The enhanced understanding of emis-
sion characteristics gives us additional basis on
which to plan deployments. While careful
deployment planning is a viable short-to-medi-
um term strategy, a permanent solution to such
interference related problems necessarily must
involve modifications to the system itself. There
fore, we present some promising approaches for
excising and hence gaining robustness to this
type of interference.

Telephony applications

The radio equipment available for 2.4 GHz
ISM band operation includes point-to-point as
well as point-to-multipoint systems, for indoor
and outdoor applications. The outdoor deploy-
ments can be used either to set up transmission
links to subscriber clusters followed by wired
distribution or to provide telephone service via
direct wireless drops to customers. Indoor appli-
cations would include wireless LANs and dual-
mode PCS/cordless phones (which may operate
in the 2.4 GHz band indoors).

In each of these applications there is a poten-
tial impact from the unintentional radiators in
the band. According to the measurements per-
formed on a sampling of microwave ovens by
Gawthrop et al. [1, 2], the maximum EIRP of
these radiators lay between 16 to 33 dBm while
the average EIRP was around 5 dBm. While this
gives communication systems operating at an
EIRP of 36 dBm (the maximum allowed by the
FCC) a significant power advantage, it can be
wiped out if the interference sources are closer
to the receiver and within the receiver’s field of
vision.

From the preceding facts it is clear that when
viewed from the perspective of EIRP alone,
microwave oven emissions have the potential to
degrade communication links. The extent to
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M Figure 1. Representative frequency-domain spectrum analyzer peak power
(max-hold) measurement trace reported by NTIA.

which such interference impacts sys-
tem reliability and the extent to
which it can or needs to be combated
depends on the characteristics of the
interference as well as the particular
application, and motivates our
investigation of the issues.

Microwave oven emissions

The National Telecommunica-
tions and Information Administra-
tion (NTIA) measured individual

microwave oven emissions to ascer-
tain the usability of the 2.3-2.5 GHz
bands for radio communication.
These measurements, summarized
in two technical reports [1, 2], are
extensive and have been made in
both frequency- and time-domains.
The frequency domain measure-
ments (Figure 1) have been made
with spectrum analyzers in max-
hold mode and the resulting traces
capture the peak emission that has
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signal measurement reported by NTIA.

occurred at any instant within the
time interval of observation at each
frequency sampling point.

The time domain measurements
(Figure 2) are zero-span traces on
the spectrum analyzer and reveal
the signal power within a certain
frequency band over time.

While the NTIA cautions against
pessimistic conclusions regarding
the emission characteristics based
on the peak spectrum measure-
ments and additionally supplement
the frequency-domain characteriza-
tions with time-domain plots to
demonstrate its pulsed nature, they
do not explicitly specify a time-fre-
quency characteristic for these
emissions.

Time-frequency characterization

Emissions from a sample oven
were recorded on the TEK 3054, a
real-time digital spectrum analyzer,
at the Tektronix facility in Irvine to
clarify this issue. The spectrogram
display of this instrument with
updates at real-time rates allows for
a relatively straightforward identifi-
cation of variations in the frequency
content of the input signal with
time. One of the resulting traces,
with frequency and time along the x-
and y-axes respectively and gray-
scale coded signal-amplitude repre-
sentation, is presented in Figure 3,
revealing the time-frequency rela-
tionship of these emissions.

The previous observations are
key. Not only do they confirm that
the emissions leaking from micro-
wave ovens are essentially narrow-
band, albeit with significant fre-
quency wander; they also exhibit the
general nature of this movement in
frequency. The knowledge of this
structure opens up the possibility of
being able to actually combat such
interference and mitigate its effect
on communication devices operating
in the 2.4 GHz ISM band.

An analytical emission model

The frequency characteristic of
the trace of Figure 3 can be
described as a phase modulation of
an RF carrier. To accommodate
amplitude variations in the observed
signal, an amplitude modulation
needs to be superimposed on this

Applied Microwave & Wircless
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PM carrier. Such a model offers the
flexibility to generate the most sig-
nificant features of the interference
through a simple variation of para-
meters. Formally, we express the

interference signal i(2) as
i(t) = a(t)cos(wt + kp p(t))

where the carrier at radian frequen-
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cy w, is phase modulated by p(¢) and
amplitude modulated by ai¢). In the
simplest case a(f) is a rectangular
pulse waveform of duration equal to
the on-time of the oven magnetron
and p(¢), a sinusoid at 60 Hz.

While the above model needs both
additional validation as well as
refinement, the picture it presents is
useful in conceptualizing the nature
of the interference. To illustrate
some of these refinements, consider
first the fact that the carrier fre-
quency previously has been reported
to drift. This drift can be easily
accommodated by introducing a
time-dependence on w,. Further, the
amplitude function a(¢) can be used
not only to switch the interference
on and off but also to vary the ampli-
tude of the emission during the on-
period. Next, additional harmonics
can be introduced in p(¢). Finally, a
wide-band noise smear is sometimes
seen at the switch-off times of the
magnetron. This can be represented
in our model as a sudden drop to
zero of the modulating waveform at
these instants.

Purely time-domain or
frequency-domain ohservations

It is instructive to examine some
of the NTIA reported emission fea-
tures in the context of our observa-
tions. In Figure 4, we relate the
time-frequency characteristics of a
signal to purely time- or frequency-
domain measurements made on a
conventional spectrum analyzer.

As shown, the time-domain (zero-
span) plots can be derived by taking
a vertical slab of the time-frequency
characteristic. Analogously, the peak
frequency (max-hold) measurements
can be seen as the projection of a
horizontal slab of this characteristic,
onto a plane.

Considering first the time-domain
plots reported by the NTIA, we note
the pulses in these plots are, in fact,
not constant in amplitude with a sig-
nificant dip over the pulse interval
for most of the ovens. Such a snap-
shot is completely consistent with a
vertical slice of Figure 3 within the
range of the signal’s instantaneous
frequency swing, and corresponds to
the ‘rabbit ears’ mentioned in the
NTIA reports. Further, the reason

Applicd Microwave & Wircless
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for the fill-in of the pulses as the
measurement bandwidth for the
time-domain measurements is
increased, also now is made clear.
Increasing this bandwidth results in
capturing a greater percentage of
the signal as it swings over a fre-
quency range.

As far as the max-hold plots are
concerned, the time-frequency char-
acteristic explains some of the signal
frequency-spread about the 2.45
GHz nominal carrier. The spread
also may be compounded by carrier-
frequency drift. The wide-band
smears that occasionally are pro-
duced by the oven during the ends of
each power c¢ycle could partly
account for the rise in the overall
noise floor.

Mitigating the impact of microwave
oven interference

One of the principle advantages of
spread-spectrum communications is
its relative immunity to narrow-
band jammers and noise. Indeed,
many low data-rate systems such as
cordless telephones, can employ a
processing gain which is large
enough to overcome all but the most
tenacious interferers. For such
applications, the added cost of exci-
sion techniques may outweigh any
performance improvements. On the

64

other hand, high data-rate applica-
tions are constrained in bandwidth
and therefore cannot afford the lux-
ury of excessive processing gains.
Increased noise power Ineans
decreased capacity, so anything that
can be done to decrease interference
will be of interest.

The first steps to interference
mitigation are familiar and easily
categorized as “deployment plan-
ning.” These include proper band
selection for a given geographical
region as well as the use of direc-
tional and sectorized antennas.
Power restrictions must be weighed
against the presence of harmful
interferers and available bandwidth.
For mobile installations, much of
this information may remain
unknown a priori, and in an urban
environment, even complete knowl-
edge of the RF environment may not
allow for sufficient interference
attenuation.

A more aggressive approach to
combating interference involves
altering the transmission format
including modulation and coding)
and/or introducing additional signal
processing at the receiver. Known
interferers, such as a pure-tone jam-
mer, are easily avoided through tech-
niques such as selective frequency-
hopping. or attenuated, at the

expense of a small signal loss,
through the use of a properly tuned
notch filter. In fact, interferers which
can be reasonably modeled by a low-
order stochastic process can be dealt
with quite elegantly through the use
of parametric filtering techniques.
See the discussions on Narrow-Band
Interference Rejection by Masry [3],
by Ketchum and Proakis [4], or by
Hsu and Giordano {5].

Transtorm domain filtering

Microwave interferers, along with
many others, are harder to model
statistically. The interference comes
and goes as ovens are turned on and
shut off, varies in strength and wan-
ders about in frequency. In sum, the
best filtering technique for this type
of interference will be a non-para-
metric one. In order to distinguish
the microwave signal from the infor-
mation-bearing one, we exploit what
little information we have; in partic-
ular, the spread-spectrum signal,
henceforth assumed to be direct-
sequence, closely resembles white
Gaussian noise while the microwave
interferer is narrow-band (over
some time interval).

Assume for the moment that the
interference exhibits no frequency
wander. That is, it closely resembles
a pure tone whose frequency
remains constant through time.
Then, if the received interference
power is strong enough, we expect to
see an appreciable spike in the fre-
quency domain version of the
received signal, comparable to the
one shown in Figure 5.

An intuitively appealing filtering
technique is to find such a frequency
domain representation of the
received signal, replace spectral
components which obviously belong
to the interference with zeros and
invert the transform. Although some
of the desired signal is lost in this
operation, it would seem that under
the right circumstances this loss will
be countered by significant signal-
to-noise ratio gains and a corre-
sponding drop in BER. The proposed
idea is shown in Figure 6.

This technique, known as trans-
form domain filtering (TDF), is not
new. Some of the earlier work such
as that of [6]. uses surface acoustic

Applicd Microwave & Wircless
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wave (SAW) devices to generate real-
time Fourier transforms. In continu-
ous time, the author computes
expressions for the filter output and
introduces a technique to avoid ISI.
Gevargiz et al. [7] study both SAW
and DFT techniques with which
they perform TDF by using adaptive
notch filters and soft limiting.

One of the primary problems we
encounter with TDF is discerning
signal from (interference) noise and
deciding at what point filtering will
improve system  performance.
Notching out bins in the frequency
domain is equivalent to multiplying
the received spectrum by a filter
whose spectrum is white except for
nulls at notch points. Clearly, deep
notches (mandated by a low SNR)
imply a large filter impulse
response, resulting in more inter-
symbol interference. At the opposite

extreme (high SNR), it makes little
sense to apply filtering because any
notching will eliminate significantly
more signal than noise.

Short-time Fourier transform
Short-time transform techniques
are most relevant when the interfer-
er is non-stationary. Technically this
means that the statistics underlying
a random process which adequately
describes the interferer change with
time. This is reflected in the corre-
sponding signal in a variety of ways
including a change in mean ampli-
tude, instantaneous frequency or
waveform shape. In this case, it is
important to localize the interfer-
ence signal energy in frequency and
time, the latter being a task ideally
suited to a sliding analysis window.
Figure 7 demonstrates this tech-
nique for a simple chirp signal and a

Chirp Signal with Sliding Window
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B Figure 7. Using a Hamming window to obtain quasi-stationarity.
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Hamming analysis window. By mul-
tiplving the (presumably) infinitely
long signal by a finite length
sequence, all information except that
lying inside the window is discarded,
and we have a ‘short-time’ signal.

If we choose an appropriate
analysis window of proper length,
we can ensure quasi-stationarity.
That is, the nature of the interfer-
ence does not change significantly
over the duration of the window.
Then the Fourier transform of the
windowed signal approximately rep-
resents an instantaneous spectrum
and is known as the Short-Time
Fourier Transform (STFT). Though
derived as a continuous transform
which maps a continuous time-
domain signal to a continuous com-
bined time-frequency domain signal,
it shares the same variations as the
Fourier transform. Namely, it may
be discrete and/or periodic in one or
both domains. Of particular interest
is the STFT which is periodic in time
and frequency and therefore easily
realized with the DFT.

It should be noted that for an
approximately sinusoidal interferer
such as the microwave oven, projec-
tion onto the Fourier basis provides
a high degree of separation of signal
from noise. Other bases may prove
more valuable for different interfer-
ers. Further, alternate bases may be
selected such as the Walsh-
Hadamard transform [12] which are
binary, real-valued functions and
hence computationally less expen-
sive. The use of such bases allows
one to trade performance for com-
plexity.

Among previous publications on
the use of the STFT, Portnoff’s [8] is
comprehensive and referred to in
much recent literature. He reviews
all of the fundamentals of the STFT
and discusses such problems as per-
forming time-varying filtering
through modifications in the time-
frequency domain. Allen’s [9] pre-
dates Portnoff's and presents some
similar STFT results, including a
study of the effects of filtering in the
transform domain. Ketchum and
Proakis 4], along with other tech-
niques, propose the use of averaged
periodograms (the Welch method) to
create a time-varying whitening fil-
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ter in the spectral domain. Rabiner
and Schafer [10] discuss the STFT
as applied to speech processing, and
Crochiere and Rabiner [11] discuss
STFT techniques in the context of
multirate digital signal processing.

Transform domain filter application

The underlying ideas behind
transform domain filtering are well
understood, and the necessary tools

for realizing such a non-parametric
filter, namely the STFT analysis and
synthesis relations, are at our dispos-
al. Implementation is application-
dependent, however, so our algo-
rithms will need to be further refined
for use with the microwave interfer-
er. The goal of this section is to devel-
op criteria for optimal transform
domain filter performance in the
context of a direct-sequence spread-
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spectrum communications system.
Of primary concern are the analy-
sis window, the short-time trans-
form parameters and the associated
filtering techniques. Our implemen-
tation of the interference excision
process is shown in Figure 8.

Analysis window

With any short-time transform,
the shape and length of the analysis
window will have a direct impact on
the spectral estimate of the time-
varying signal.The discrete time
STFT X,(e/*, of a discrete-time
sequence x(n) can be thought of as
the normal discrete time Fourier
transform of the windowed sequence
w(n-m)x(m), and hence

Xn(e)w) = _21; fw(e-je) e-jenX(ejl'w-ay)de

-

where

X(ej"’) = ix(m)e'j“’”'
W(ej“’) = iw(m)e“j om

mz=—oceo

It becomes clear that the effect of
the window is to low-pass filter in
the frequency domain. The result of
this blurring is decreased frequency
resolution. Consequently, the larger
the bandwidth of the analysis win-
dow, the poorer the interference fre-
quency localization. This works as a
general rule of thumb, but more fac-
tors determine a specific window's
applicability to a given problem.
Considerations include: equivalent
noise bandwidth (ENBW), process-
ing gain (PG), overlap correlation,
scalloping loss, worst case process-
ing loss (PL), spectral leakage and
minimum resolution bandwidth. All
of these are discussed in detail by
Harris [13] but largely omitted here.
Instead, we use his results to draw
two important conclusions: First, a
rectangular window has large side-
lobes that will significantly alter our
spectral estimate. Second, a tapered
window such as the Hamming win-
dow, has smaller side-lobe levels but
a wider main-lobe, which effectively
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decreases the spectral resolution
and reduces the spectral distortion.
This is shown in Figure 9 which
compares three common analysis
windows. Non-overlapping tapered
windows risk losing part of the sig-
nal at the window edges, but for our
purposes we will always overlap the
windows (thereby nullifying this
risk). We note that any reasonable
window will allow for perfect recon-
struction from the TFR, but the best
window will maximize separation of
signal from interference in the time-
frequency domain.

The window length is inversely
proportional to its bandwidth, so
there is a fundamental tradeoff
between time and frequency resolu-
tions. The absolute lower bound to
the time-bandwidth product known
as the ‘uncertainty principle,’ states
that for a time-width T measured in
seconds and bandwidth B measured
in Hertz, the product T-B21. A proof
based on the Cauchy-Schwarz
inequality can be found in [14].

Optimal window length

As we lengthen the analysis win-
dow, we compromise temporal local-
ization for frequency localization. It
stands to reason that the optimal
window length lies somewhere
between two extremes. Indeed, this
length is a function of the analysis
window used and of the nature of
the interference to be filtered.

For the analysis, some simplifying
. assumptions are needed. Namely,
the interferer is assumed to be a
sinusoid whose instantanecus fre-
quency increases at a constant rate
v. Further, we assume our TDF is
based on the STFT using N-point
DFT’s. The signal is sampled at f;
Hz. The L-point analysis window is
assumed to be band-limited to B Hz.
Hence the sinusoid’s total change in
frequency over the duration of the
analysis window is given by

-

Note that, as time progresses, the
interferer energy will be concentrat-
ed in increasingly higher frequency
bins. Let time ¢t = 0 correspond to a
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moment when a previously occupied
frequency bin has just emptied and
all of the interferer energy now occu-
pies higher frequency bins. For sim-
plicity, let this time also be the
beginning of the current analysis
window.

Assuming the number of points in
the DFT equals the window length
(N = L), the best we can do is find an
L which constrains the frequency
spread to as few bins as_possible.
This is slightly different from mini-
mizing the spread in frequency
because there may be a non-mini-
mum frequency spread which occu-
pies the same number of bins as the
minimum spread but has a corre-
spondingly larger L. However,
because we can change the size of
the frequency bins by arbitrarily
increasing N (note that the frequen-
cy resolution is not increased by
doing this!), the two problems are
essentially the same. We tackle the
easier of the two.

The number of occupied frequen-
cy bins is

2
no bins = [_ZBLﬂ ; vL J
fs
and we opt to minimize the frequen-
cy spread,

L, = mgn(ZB + v-f{'—]

Consider the specific example of a
rectangular pulse. A rectangular
analysis window of duration T = L/f;
has a main lobe bandwidth (deter-
mined by the first zero-crossings) of
1/T Hz, or equivalently B = f,/L. By
simple calculus,

2f2
v

L .=

opt

Now consider the Hamming win-
dow of time-width T = L/f, and main
lobe bandwidth B = 2f/L. Calculat-
ed as above,

2

7

anl =

Window overlap

The first step in obtaining the
STFT is to window the time signal
every K samples to yield

X n(n)=x(n)w(rR - n)

This corresponds to sampling the
TFR in the time-dimension every
Rth sample. Thus decreasing R,
which corresponds to increasing the
window overlap, effectively will
increase the TFR temporal sampling
frequency.

Using the STFT overlap-and-add
synthesis technique, we see that as
R gets smaller, more windows must
be overlapped to reconstruct equal
length time intervals. Adding the
overlapped windows together is com-
parable to averaging them. Thus,
the variance of the spectral estimate
is decreased in direct proportion to
R. The maximum overlap permitted
is limited only by the length of the
analysis window itself and the com-
putational complexity/storage re-
quirements involved with larger
TFR’s.

Thresholding

The previous section briefly men-
tioned the idea of transform domain
thresholding. With this technique,
we find a time-frequency represen-
tation of the signal of interest, and
set any spectral component which
exceeds some threshold to zero. The
choice of optimal threshold is not an
obvious one, but we have some intu-
itive ideas about how it works. As in
all the other analysis in this paper,
we assume that the signal is com-
prised of an essentially white broad-
band information signal and a nar-
row-band non-stationary interferer.

If the signal power is large com-
pared to that of the interferer, then it
is clear that the threshold also
should be large. Otherwise, we risk
excising the information signal along
with the interferer. If the signal
power is small relative to the inter-
ference power, then it makes sense to
have a smaller threshold. That way
we are sure to remove most of the
interference with minimal impact on
the information signal.

As discussed above, we know that
performing this thresholding opera-
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tion is equivalent to convolving with
some time-varying filter in the time-
domain. Thus, by filtering in this
manner, we introduce inter-symbol
interference (ISI). A deeper notch in
the spectral domain (due to zeroed
spectra) corresponds to a larger fil-
ter. A larger filter means more sig-
nificant ISI. Thus, we have a trade-
off. Not only must we consider the
balance between noise and signal
power, we must examine the effect of
ISI due to filtering.

One way to avoid ISI completely
is to examine the received signal bit
by bit. Assuming the receive clock is
synchronized with the transmit
clock, we know where each bit inter-
val starts and ends. We can then do
filtering over a particular bit inter-
val without distorting surrounding
bits with ISI. This places a restric-
tion on our window size, and there-
fore may not always work, or may at
least be sub-optimal. In fact, if the
processing gain is too small, there
will not be enough chips for each bit
to provide adequate frequency reso-
lution.

In prior work, Lops et al. [15] sug-
gest the use of a separate threshold
D,, for each frequency binm = 0...N
-1. The thresholds are chosen by
constraining the conditional proba-
bility that a sample is nullified when
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there is, in fact, no narrow-band
interference present, i.e.

Pr{|R,|>D,|l =0)=p,m =0,...,N -1

where R is the spectrum of the
received signal, and [ is the interfer-
er spectrum. They argue that this
detector achieves optimal perfor-
mance in that the signal loss due to
excision is negligible for any value of
error probability. Another idea pro-
posed by DiPietro [16] is to excise a
fixed percentage of bins or total
interference power. He omits devel-
opment, but this appears reasonable
as long as the interferer is present.

Verification by software simulation

Because of its non-linearity and
strong dependence on an unknown
interferer, an optimal transform
domain filter is difficult to obtain in
an analytic fashion. Instead, we
resort to computer simulations to
illustrate some of the benefits of this
technique.

The structure of the simulations
is simplified; the receiver sees a ran-
dom, binary, antipodal signal (which
in practice would likely be binary
data modulated with a PN sequence)
summed with additive white
Gaussian noise and a narrow-band
interferer based on the model pre-

sented in the section on microwave
oven emissions. In the examples
below, we also have assumed unity
processing gain so that chip and bit
error rates coincide. The receiver
creates a normalized time-frequency
representation (TFR) of the received
waveform using the STFT, where
the largest spectral component has
unit magnitude and all others are
scaled linearly, and sets to zero all
spectral components which exceed
the specified threshold. The modi-
fied TFR then is inverted to produce
an estimate of the information sig-
nal of interest. The experiment is
performed over a range of SNR's
and repeated several times to reduce
the variance of the estimated error.
Figure 10 shows the results for the
case where AWGN is omitted and a
threshold of 0.5 is used.

The results are better for a larger
range of SNR’s if we choose the
threshold more carefully. Figure 11
shows the same results for a normal-
ized threshold of 0.2.

These results indicate that trans-
form domain filtering can markedly
improve performance of a spread-
spectrum receiver working in this
type of environment. In Figure 11,
for example, we see an improvement
of nearly 18 dB at a chip error rate of
0.25. What is not shown by these
plots is that the gains are dependent
on a number of factors including the
strength of the interferer, its instan-
taneous bandwidth and frequency
agility, on the strength of the signal,
and on algorithm parameters such
as window length, window overlap,
choice of TFR and threshold selec-
tion. Some of these details are dis-
cussed in [12].

Conclusion

The capacity of a spread-spec-
trum data link operating in the 2.4
GHz ISM band is limited by the
presence of interferers, among
which microwave ovens rank most
prominently. A detailed study of
individual ovens has revealed their
emissions to be narrow band but
non-stationary and therefore good
candidates for adaptive filtering in
spread-spectrum receivers. We intro-
duced the idea of transform domain
filtering and developed a particular
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implementation based on the short-
time Fourier transform. Computer
simulations based on this approach
point to reasonable performance
gains. u

Acknowledgments

The authors wish to thank
Tektronics for permission to use the
TEK 3054 time-frequency character-
ization of microwave oven emissions
included in this paper. The experi-
ment was set-up and the plots gen-
erated by Kevin Cassidy, senior
application engineer, federal sales
and marketing group at Tektronix.

The participation of Jonathan
Horne on this project was supported
in part by a grant from the Colorado
Advanced Software Institute.

Author information

Jonathan Horne was with the
University of Colorado and now is
with Qualcomm, Inc. He has worked
on developing software for a number
of applications including a wireless
planning tool.

Subramanian Vasudevan is with
'S WEST Advanced Technologies in
Bouider. CO. His research interests
and consulting are in the general
area of wireless communications
with an emphasis on spread-spec-
(rum technology. He can be reached

March April 1997

e cemmssmassu S s

by e-mail at vasudeva@ecentral.com.

References

1. P E. Gawthrop, F. H. Sanders,
K. B. Nebbia, J. J. Sell, “Radio
Spectrum Measurements of
Individual Microwave Ovens,” NTIA
Report 94-303-1.

2. P E. Gawthrop, F. H. Sanders,
K. B. Nebbia, J. J. Sell, “Radio
Spectrum Measurements of
Individual Microwave Ovens,” NTIA
Report 94-303-2.

3. E. Masry, “Closed-Form
Analytical Results for the Rejection
of Narrow-Band Interference in PN
Spread-Spectrum Systems — Part
I: Linear Prediction Filters,” IEEE.
Trans, Comm., Vol. COM-32, No. 8,
August 1984.

4. J. W Ketchum and J. G
Proakis, “Adaptive Algorithms for
Estimating and  Suppressing
Narrow-Band Interference in PN
Spread-Spectrum Systems,” IEEE
Trans. Comm., Vol. COM-30, May
1982.

5. F M. Hsu and A. A. Giordano,
“Digital Whitening Techniques for
Improving  Spread  Spectrum
Communications Performance in
the Presence of Narrowband
Jamming and Interference,” IEEE
Trans. Comm., Vol. COM-26,
February 1978,

6. L. B. Milstein, and P K. Das,
“An analysis of a Real-Time
Transform Domain Filtering Digital
Communication System — Part [I:
Narrow-Band Interference Rejec-
tion,” IEEE Trans. Comm., Vol.
COM-28, No. 6. June 1980.

7.d. Gevargiz, P K. Das, and L. B.
Milstein, “Adaptive Narrow-Band
Interference Rejection in a DS
Spread-Spectrum Intercept Receiver
Using Transform Domain Signal
Processing Techniques.” I[EEE
Trans. Comm., Vol. 37, No. 12,
December 1989.

8. Michael R. Portnoff, “Time-
Frequency Representation of Digital
Signals and Systems Based on
Short-Time Fourier Analysis,” IEEE
Trans. on Acoust.,, Speech, and
Signal Processing, Vol. ASSP-28,
No. 1, February 1980.

9. J. B. Allen, “Short Term
Spectral Analysis, Synthesis, and
Modification by Discrete Fourier
Transform,” IEEE Trans. on
Acoust., Speech, and Signal
Processing, Vol. ASSP-25, No. 3,
June 1977.

10. L. R. Rabiner, and R. W
Schafer, Digital Processing of Speech
Signals, Prentice-Hall, Inc. 1978.

11. R. E. Crochiere, and L. R.
Rabiner, Multirate Digital Signal
Processing, Englewood  Cliffs:;
Prentice-Hall, Inc. 1983.

12. J. E. Horne, “Estimation and
Excision of Non-Stationary Narrow-
Band Noise with Applications to
Spread-Spectrum Communica-
tions,” Master’s Thesis, Univ. of
Colorado, December 1996.

13. Fredric J. Harris, “On the Use
of Windows for Harmonic Analysis
with  the  Discrete  Fourier
Transform,” Proceedings of the
IEEE, Vol. 66, No. 1, January 1978.

14. Samir S. Soliman, and
Mandyam D. Srinath, Continuous
and Discrete Signals and Systems,
Prentice-Hall, 1990.

15. M. Lops, G. Ricci, and A. M.
Tulino, “Robust Multi-user Detec-
tion for Synchronous CDMA Sys-
tems,” CISS, Princeton, NJ, 1996.

16. Robert C. DiPietro, “An FFT
Based Technique for Suppressing
Narrow-Band Interference in PN
Spread Spectrum Communication
Systems,” IEEE ICASSP’89.




May 1998 doc: IEEE P802.11-98/240

Submission to
IEEE P802.11
Wireless LANs

Title: Effects of Microwave Interference On [EEE 802.11

WLAN Reliability
Date: May 1998
Author: Jim Zyren

Harris Semiconductor
jzyren@harris.com

Abstract

The influence of microwave oven interference on IEEE802.11 Wireless Local Area
Network (WLAN) performance is a significant factor because they share common spectrum in
the 2.400 - 2.4835 GHz Industry, Science, and Medicine (ISM) band. FCC regulations permit
radiated power of up to 1 watt in this band provided spread spectrum techniques are employed.
Spread spectrum methods facilitate multiple users sharing the same spectrum in an unlicensed
environment and offer interference rejection properties. There are two spread spectrum
techniques addressed by FCC regulations (15.247). These are Direct Sequence Spread Spectrum
(DSSS) and Frequency Hopped Spread Spectrum (FHSS). Because of the significant differences
in the two methods, the effects of microwave oven (MWO) interference are quite different on
systems employing these techniques.

This paper describes MWO interference and presents a model which is useful in
predicting WLAN reliability. The mechanisms by which the interference disrupts system
performance for DSSS and FHSS are described separately. Finally, quantitative results showing
packet error rate (PER) under varying levels of interference and packet length are presented and
discussed.
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Summary

This paper describes the results of an analysis of the effects of varying packet length and
interference level on the reliability of WLANs in the presence of microwave oven (MWO)
interference. There are four different aspects of this analysis.

Section I deals with modeling interference from microwave ovens. The results of an
NTIA report on interference from MWO in the 2.4 GHz ISM band are summarized along with
some relevant journal articles. A model of MWO interference presented by Motorola before the
IEEE 802.11 WLAN Working Group is discussed. A MWO can be effectively modeled as a
swept narrowband jammer with a 50% duty cycle. The resulting interference is synchronized to
the 60 Hz AC power line voltage due t the fact that the magnetron power supplies are only half
wave rectified.

Section II includes a basic review of the performance of FHSS systems in the presence
of narrow band jammers. FHSS systems combat MWO interference by avoiding it.
Performance curves are presented which show Packet Error Rate (PER) as a function of both
packet length and interference level. Rased on the model presented, it is shown that the best line
of defense for an FHSS system is a short packet length. This will permit the successful
transmission of smaller packets between bursts of interference.

Section III extends this discussion to DSSS systems. DSSS systems have wide occupied
bandwidths. This increases the probability that MWO interference will fall “in band”. However,
the effect of processing gain and the underlying modulation method must be considered. The |
DBPSK/DQPSK modulation method employed in DSSS radios is considerably more robust than
the 2FSK/4FSK method employed by IEEE 802.11 FHSS systems. In addition, the despreading
process spreads the bulk jammer power out of band, giving an additional 10 dB improvement in
radio performance over non-spread methods. The remaining in-band noise is incoherent white
noise. DSSS systems deal with MWO interference by suppressing it, not by avoiding it.

sl

Section IV surumarizes the data and provides an interpretation. The results demonstrate
that FHSS receivers can transmit short packets (100 - 200 bytes) even in even a very noisy
environment. However, when using longer packets (1000 bytes), FHSS systems require a signal
strength of 16 to 17 dB above peak interference levels to achieve reliable operation in the
presence of MWO interference when operating at 1 Mbps. This effect is even more pronounced
when operating at 2 Mbps.

By contrast, packet error rates can be high even for short packets when interference
levels exceed signal strength in DSSS systems. Once signal power is roughly equal to jammer
power, the DSSS systems can provide reliable operation, regardless of packet length. A DSSS
system can reliably receive 1000 byte packets with a signal-to-jammer power ratio of roughly 0
dB, based on the analysis presented. Experience has shown that DSSS systems can operate
reliably even in very close proximity to a microwave oven. Analysis such as this provide a good
framework for discussion of the MWO interference question, but the most convincing method is
a side-by-side test of FHSS and DSSS systems in the presence of an operating microwave oven.
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Section I: Model of Microwave Oven Interference

The results of extensive measurements of interference form fourteen different
microwave ovens were summarized in a two volume NTIA report [1,2]. The report demonstrates
that the interference has roughly a 50% duty cycle with a 16.7 msec period. This is due to the
fact that the magnetrons in the ovens are driven by 60 Hz AC power and are active during only
half of the sinusoidal line voltage cycle.

Frequency domain measurement of one of the tested MWO is shown in Figure I-1. The
measurements were taken using a spectrum analyzer in the “max hold” mode. Peak levels and
interference bandwidth vary considerably among ovens from different manufacturers.
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Figure I-1 “Max-Hold” Amplitude vs. Frequency Plot of MWO Interference
from NTIA report

The results of the NTIA tests are informative, but the “max hold” frequency domain
measurements give an overly pessimistic view of the MWO interference problem. Subsequent
measurements [3] using spectrographic techniques show that the instantaneous interference is
actually very narrow band. Further, the frequency is swept over a significant portion of the ISM
band as the power line voltage across the magnetron varies on each positive half cycle of the 60
Hz sinusoid.

A representation of a spectrographic plot is shown in Figure I-2. Of critical importance
are the swept frequency range (fswept) and channel dwell time (tdwe]l)- It has been pointed out
that any time an FHSS radio dwells on a channel within the range of swept frequencies for more
than 16.7 msec, it will be hit at least twice by interference [4]. As previously mentioned, fsweep
varies considerably among ovens from different manufacturers.
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Figure I-2 Spectrographic Plot of Microwave Oven Interfernce

In order to estimate the effects of packet length on system throughput for IEEE802.11
WLAN’s, the foregoing characteristics of MWO interference have been incorporated into a
simple but useful model [4]. The range and rate of frequency sweep determine channel dwell
time, tdgwell. Even when operating in the presence of FHSS systems having a relatively narrow
occupied bandwidth, tgwe]| is long enough to ensure that multiple bits will be jammed as the
MWO interference sweeps through a given ci annel. Worst case assumptions would be a swept
frequency range of the entire 83 MHz of the 2.4 GHz ISM band over 0.8 msec (10% of the 8
msec “on” time for the magnetron). Assuming a channel width of 1 MHz and 80 separate non-
overlapping channels, the number of corrupted bits would be:

tdwell = 0.8 msec/ 80 channels
10 usec

1 Mbps * 10 usec
10 bits

# exposed bits

Typical channels dwell times are much longer for DSSS systems because the occupied channle
width is significantly larger (20 MHz for DSSS compared to 1 MHz for FHSS). This simple
analysis demonstrates that the channel dwell time is sufficient even under worst case conditions
to for several bits to be exposed to interference. Typical swept frequency range for domestic

microwave ovens is about 50 MHz.
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Figure I-3 Microwave Oven Magnetron Duty Cycle

In summary, MWO interference can be characterized as a swept narrowband jammer
having a swept frequency range, fgweep, and a channel dwell time, tdwel] . The jammer is active
over 50% of 60 Hz power line cycle and, therefore, has a period of 16.7 msec. Further, due to
the fact that the jammer frequency sweeps on both the on/off and off/on transients, an individual
channel lying within the range of swept frequency will experience two periods of jamming on
each cycle of the 60 Hz power line voltage as shown in Figure I-4.
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Figure I-4 Microwave Oven Interference in Single FHSS 1 MHz Channel

This model provides a good starting point from which to analyze the effects of MWO
interference. In practice, the picture is obscured by the fact that the magnetron initially pulses as
the voltage starts to ramp up on the half sine wave. It also pulses as the magnetron shuts down
on the falling edge of the power line voltage sine wave. In addition, swept frequency and
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radiated emission levels vary as a function of oven load. Nevertheless, this basic model provides
a means of analyzing the effects of hop rate and packet length.

Section II: FHSS Systems and Microwave Oven Interference

FHSS systems which operate in accordance with FCC Part 15 rules (15.247) must divide
the 83.5 MHz of the ISM band into at least 75 separate channels, with each channel having a
maximum width of | MHz. The utilization for each channel cannot exceed 400 msec in any 30
second period. Therefore, each channel must get equal utilization when averaged over a 30
second period.

FHSS Modulation Method

IEEE802.11 FHSS systems operate at 2 Mbps using 4-level Frequency Shift Keyed
(4FSK) modulation, and 1 Mbps using 2-level FSK (2FSK) modulation. In order to fit 1 or 2
Mbps into a 1 MHz channel, an extremely low modulation index (h) is used. Modulation index
is defined as:

h = AF/R

where h = modulation index
AF = frequency deviation between mark and space
R = data rate (bps)

The modulation index is 0.32 for 2FSK and 0.16 for 4FSK. Bit error rates for
IEEE802.11 2FSK and 4FSK are shown in Figure II-1. In order to provide 1 and 2 Mbps speed
through a 1 MHz occupied bandwidth, extremely narrow frequency deviations were used. The
result is a very high signal strength (Eb/No) is required to achieve reliable operation, as
measured by Bit Error Rate (BER).
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Fignure II-1 Bit Error Rate as a Function of Eb/No for 2 and 4 Level FSK

If the bit errors within a packet were uncorrelated random events, extending the results
for bit error rate (BER) to packet error rate (PER) would be a straightforward matter. However,
it has now been shown that the interference from microwave ovens is not purely random in
nature. In addition, the systems under consideration are decidedly slow hoppers. Therefore all
bits within a packet are transmitted on the same frequency. Bit errors within a packet are
therefore not uncorrelated events.

In order to perform an analysis of throughput, some assumptions about swept frequency
range and sweep rate must be made. Data gathered from lab tests at Harris Semiconductor, as
well as published test data [1,2] indicate that the range of swept frequency for domestically
produced microwave ovens is about 50 MHz. A sweep rate of 0.8 msec for the on/off and off/on
transients is also assumed. This is consistent with the model described above [4], as well as
published spectrographic data [3].

For the purpose of this analysis, it is assumed that the MWO interference can be treated
as white noise within the relatively narrow occupied channel (I MHz) of an FHSS radio.
Magnetrons are inherently narrowband devices due to the geometry of the tuned cavities.
However, under loading the resonant bandwidth, or Q, expands significantly and has an
instantaneous bandwidth on the order of 500 kHz. In addition, the MWO interference is swept
during off/on and on/off transients (described in Section I) and the exact instantaneous location
within the occupied channel is purely random. The low modulation indicies for 2FSK and 4FSK,
0.32 and 0.16, result in extremely high symbol cross-correlation coefficients ( p ), 0.85 and 0.95
respectively. For noncoherent receivers, the symbol cross-correlation is computed by:

p = sinn%h

where p = sysmbol cross correlation coefficient
h = modulation index
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High symbol cross correlation will cause any in-band interference to have approximately the
same effect on both the mark and space decision variables, regardless of its precise location
within the occupied channel.

It is further assumed that a single bit error will cause the CRC to indicate a bad packet,
resulting in a packet error. Based on the assumption that a single bit error results in a packet
error, the effects of the scrambler can be neglected. The only means of avoiding packet errors is
to avoid periods of interference, or to overcome it with sufficient signal strength.

MWO Interaction with FHSS Signals: Analysis by Conditional Probabilities

PER can be estimated by the use of conditional probabilities. As shown in Figure II-2,
the occupied channel of a FHSS radio will fall into one of three regions relative to the MWO
interference. If the occupied channel falls outside the range of swept frequency (fsweep), no
interference will occur (Condition A). If the occupied channel falls within the range of swept
frequency, the receiver will either experience intermittent periods of interference during
magnetron transients (Condition B), or prolonged periods of interference (Condition C). For
Conditions B and C, the probability of successful transmission is a function of packet length [4].
This model is described briefly below and in greater detail in the Appendix.

Condition A Condition B Condition C
—| | -—— —_—| | — —| |—
: .
8 ms — I
,
L
— :
o - .
b éms '
» '
E :
o ‘—h. 'omp
4ms - '
E :
- )
L
:
)
2 ms — :
1
:
T T T
2400 2420 2440 2460 2480

frequency (MHz)

Figure II-2 Possible Conditions for Occupied Channel in Presence of MWO
Interference

There are three possible conditions for the occupied channel in the presence of MWO
interference:

Condition 4: Occupied Channel lies outside the range of swept frequency. In this case,

data transmission is assumed to be error free.

Condition B: Occupied Channel lies within the range of swept frequency, but is jammed
only during on/off and off/on transients of the magnetron.
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Condition C:  Occupied Channel lies within the range of swept frequency, and the
occupied channel lies on same frequency as magnetron steady state operation.

These conditions are exhaustive and mutually exclusive. Therefore:
PA + Pg + PCc =1
Condition A

In this situation, the FHSS channel lies outside the range of occupied frequency. The
likelihood of this condition (PA) is:

PA = (83.5MHz-f,.)/83.5 MHz

For this condition, data transmission is assumed to be error free. The implication is that
there is some minimum level of system reliability, regardless of the level of interference.

Condition B

For Condition B, the occupied channel lies within the range of swept frequency, but
experiences only brief periods of interference during off/on and on/off transients of the
magnetron. It is further assumed that the interference from the magnetron is <1 MHz once it
reaches a steady state condition. The probability of Condition 3 (PR) is therefore:

PB = (fom, - | MHz)/ 83.5 MHz

A time domain representation of microwave interference for Condition B is shown in
Figure II-3. From this figure, it becomes apparent that packet length is the dominant factor
which determines PER under this condition. Packets longer than 9.2 msec have no chance of
avoiding interference.

1
— —~ 7.5 msec
] ]

—»Hle—16 liseC

D T T I I t (msec)
16.7 334
Figure II-3 Time Domain Representation of MWO Interference for Condition B

Condition C

In this case, the occupied channel for the radio coincides with the steady state operating
frequency of the MWO magnetron. This is the worst case condition, due to the relatively large
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duty cycle of interference in this channel, as shown in Figure 1I-4. Fortunately, the severity of
this condition is mitigated by the relatively low probability of its occurrence. The MWO is
modeled as a narrowband jammer once it reaches steady state after the off/on transient. It has a
bandwidth < 1 MHz, and therefore can only jam a single channel. The probability of Condition

C(Pg)is:

Pc = 1 MHz/83.5 MHz

]
— :4— ~ 6.4 msec

L.
g

334

Figure II-4 Time Domain Representation of MWO Interference for Condition C

FHSS Receiver Sensitivity

Inclusion of the effect of receiver sensitivity requires an additional conditioned
probability. The model must include an estimate of the number of bits (n) exposed to
interference (but not necessarily erroneous) when transmitted during burst of jammer energy.
PER For Condition B is then estimated as follows:

PERg = Py * Pyyos * [1- (1- Pe)M]

where:

PER; = Packet Error Rate given Condition B

Py = Probability of Condition B

Pywos = Probability of encountering MWO interference given
Condition B

Pe = Probability of bit error

n = estimate of number of corrupted bits

Conditions A, B, and C are mutually exclusive and exhaustive. Total PER is therefore
the sum of the PER under each of the three conditions (PER under Condition A is assumed to be
zero). For a more detailed description method employed to include receiver sensitivity, see the
Appendix. PER has been computed as a function of relative jammer power (Eb/Jo) for several
values of packet length at 1 Mbps and 2 Mbps, as shown in Figures II-5 and I1-6 respectively.
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Figure II-5 FHSS PER as a Function of Packet Length (bytes) and Relative
Jammer Power @ 1 Mbps

PER (%
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Figure II-6 FHSS PER as a Function of Packet Length (bytes) and Relative
Jammer Power @ 2 Mbps

These results demonstrate that the signal strength for an FHSS radio must exceed the
interference from a MWO by about 16 dB when operating in the 1 Mbps mode before reliable
packet reception (PER < 10%) is possible for longer packets. However, shorter packets (100 to
200 bytes) can be received reliably even in a high interference environment because of their
ability to avoid bursts of jammer energy. The difference between error rates for long and short
packets is even more pronounced at 2 Mbps. Short packets are still able to avoid MWO jammer
bursts, however longer packets require as much as 22 dB Eb/Jo for reliable transmission.
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Section 1II: DSSS Systems and Microwave Oven Interference

Operating rules for DSSS systems in the ISM band are covered under the same section of
the FCC regulations as the FHSS systems (15.247). By these regulations, DSSS systems do not
have an occupied bandwidth restriction but must have a minimum of 10 dB processing gain.
IEEE 802.11 DSSS systems have an occupied bandwidth of roughly 20 MHz. Processing gain is
realized by modulating each data bit with an 11 bit Barker code (pseudo random sequence).
Processing gain is therefore 11:1, or 10.4 dB.

DSSS Modulation Method

IZEE802.11 DSSS systems employ Differential Binary Phase Shift Keying (DBPSK)
and Differential Quadrature Phase Shift Keying (DQPSK) for 1 Mbps and 2 Mbps modulation,
repectively. BER curves for these modulation methods are shown in Figure III-1. Note that the
required Eb/No for a BER of 103 is 10 dB for DBPSK and 12 dB for DQPSK.

1.E-01

1.E02 |

1.E-03 | — — DBPSK ﬁl
w 1.En4 | | —o—Darsk !
@ '~ —@— — DBPSK W /PG |

1.6:05 |. —..—_DQPSKWIPG‘

1.E-06 |

1.E07

Eb/No (dB)

Figure III-1 Bit Error Rate as a Function of Eb/No for DBPSK/DQPSK and
DBPSK/DQPSK with Processing Gain

Aside from a more power efficient modulation method, DSSS systems also provide
processing gain against narrow band jammers, including microwave ovens. As described above,
the level of processing gain is 10 dB. There are two main effects of the “despreading process™:

a. Narrowband interference is reduced by a factor of 10 dB
b. Remaining interference is converted to wideband white noise

The first effect, reduction of interference power, is depicted in Figure III-2 by the curves at the
extreme left of the plot. These are simply the BER curves for DBPSK abd DQPSK shifted to the
left by 10 dB to indicate the performance improvement in the presence of a narrow band jammer.
The second effect, conversion of narrowband interference into white noise, is significant because
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it facilitates analysis of system performance. A discussion of the mechanics of DSSS processing
gain is presented by Dixon {6].

Microwave Oven Interference Effects on DSSS Signals

The interaction of MWO interference with DSSS signals is quite different than with
FHSS signals. Unlike FHSS radios, DSSS radios are not frequency agile. They also have a
much greater occupied bandwidth (20 MHz as compared to only 1 MHz for the FHSS radios).
While a DSSS radio might be tuned to avoid all or most of the interference in a given scenario, it
is equally likely that it could be tuned so that most of the interference falls in-band.

The latter situation is the “worst case” and is the subject of this analysis. It is assumed
that the stable operating frequency of the MWO is in the high end of the occupied channel for the
radio as shown in Figure III-2. Under this condition, all of the energy for emitted from the
MWO once the magnetron frequency stabilizes and most of the emission during the transient
condition will fall in band. This is a "worst case" condition for the DS system.

Occupied Channel ———> <
)
> - 1‘,weep

8 ms — !

! A
)
]
1
i
1
kT) 6 ms — ]
Q X
n :
E !
L

g 4ms - ' tawen

= '
)
:
)
2ms — '
)
1

: ¥

T = T | E— T

2400 2420 2440 2460 2480

frequency (MHz)

Figure I1I-2 DSSS Occupied Channel in Presence of MWO Interference

The result of a scenario such as this is that the MWO interference is present in the
occupied channel for a period of time which roughly coincides with the magnetron duty cycle.
This is analogous to Condition C for the FHSS system described in Section II above, with the
exception that the probability of its occurrence is 100% under the stated conditions.
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Figure III-3 Time Domain Representation of “Worst Case”
MWO Interference in a DSSS System

DSSS Receiver Sensitivity

The DSSS case is a bit more straight forward than the FHSS case, because there are no
conditioned probabilities. If the DSSS receiver is tuned as shown in Figure I11-2, the effect of
MWO interference is computed in exactly that same manner os Condition C for the FHSS case,
with the exception that the BER curves shown in Figure III-1 are used, and the probability of the
occurrence of this condition is 100%. Again, the model must include an estimate of the number
of bits (n) exposed to interference (but not necessarily erroneous) when transmitted during burst
of jammer energy. PER is then estimated as follows:

PER = Pywo * [1- (1- Pe)]
where:

PER = Packet Error Rate

Puwo = Probability of encountering MWO

Pe = Probability f bit error (assuming 10 dB Processing Gain)
n estimate of number of corrupted bits

PER has been computed as a function of relative jammer power (Eb/Jo) for several
values of packet length at 1 Mbps and 2 Mbps, as shown in Figures III-4 and I1I-5 respectively.
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Figure I1I-4 DSSS PER as a Function of Packet Length (bytes) and Relative
Jammer Power @ 1 Mbps
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Figure III-5 DSSS PER as a Function of Packet Length (bytes) and Relative
Jammer Power @ 2 Mbps

Reliability of the DSSS system is far less dependent on packet length. For extremely
high levels of interference, even short packets have a high error rate (50%). However, PER for
100 byte packets drops below 10% with Eb/Jo at about -1dB. For longer packets (2500 bytes),
PER drops below 10% with Eb/Jo at 0.5 dB. The reason behind this effect is the DS system does
not avoid the jammer, it suppresses it. Experience has shown that DSSS receivers can operate in
very close proximity to microwave ovens and still maintain reasonable throughput.
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Section IV: Comparison of Results

The results for both the DSSS and FHSS systems in the presence of MWO interference
is summarized in Table IV-1.

Packet Length 1 Mbps 2 Mbps
(bytes) (Eb/Jo @10% PER) (Eb/Jo @10% PER)
DSSS FHSS DSSS FHSS

100 -1.0 <10% PER 0 <10% PER
500 -0.5 14 1 19
1000 0.0 15 1.25 21
1500 0.0 16 1.5 21.5
2500 0.5 16.5 2 22
5000 0.75 17 2 23

TableIV -1 Required Eb/Jo to Achieve 10% Packet Error Rate

By virtue of the narrow occupied bandwidth, FHSS systems are able to avoid
interference with short packet lengths regardless of the interference level. Note that the PER
remains below 10% for all levels of interference power with short packets (100 bytes) for both
the 1 Mbps and 2 Mbps FHSS cases. However, in order to achieve reliable operation with longer
packets, a lot of signal energy is required at the receiver.

T,

As packet length increases, the FHSS system can no longer avoid interference. Instead,
it must now overpower it. The low modulation indices for both 2FSK at 1 Mbps and, in
particular, 4FSK at 2 Mbps drive the signal strength requirement in this situation. For a packet
length of 1000 bytes, the FHSS system requires 15 dB Eb/Jo to achieve a 10% PER at 1 Mpbs,
and 21 dB Eb/Jo to reach 10% PER at 2 Mbps. )

The DSSS system has a much higher occupied bandwidth and is not frequency agile. It
can therefore be tuned to a frequency where nearly all of the MWO interference falls within the
occupied channel. Interference avoidance is not possible for DSSS systems in such a situation.
This is offset by two features of IEEE802.11 systems:

a. The DBPSK/DQPSK modulation method is more power efficient than the
2FSK/4FSK modulation employed by FHSS systems

b. IEEE802.11 DSSS systems reject about 90% of the energy of a narrow band jammer
such as a microwave oven

Table I'V-1 shows that PER for DSSS systems can be very high even for short packets
when jammer power exceeds signal strength. However, once signal power is at or above jammer
power, the DSSS system provides reliable operation regardless of packet length. In terms of the
real world environment, experience has shown the DSSS systems can operate reliably in very
close proximity of a microwave oven.
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This analysis studies the effects of MWO interference in isolation. There are other
effects such as signal attenuation and multipath that are of at least equal importance in terms of
determining overall WLAN reliability. This paper represents an attempt to provide a framework
for discussing the MWO interference issue in a quantitative manner. As always, the best means
determining which system is better in a given application is via side-by-side system testing.
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Appendix A: Model of MWO Interference on FHSS Radios

This analysis is based on a few simple conditional probabilities. It is assumed that data
transmission is error free in the absence of MWO interference. It further assumes that one bit
error will cause a packet error. In that case, the CRC check will fail and the packet is
invalidated. Given the assumption that one bit error will cause a packet error, the effects of
scrambling can be neglected. The occurrence of multiple errors at the output of the data
descrambler (one error for each term in the polynomial) in the event of one bit error at the input
does not change the probability of a packet error.

Condition A Condition B Condition C
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Figure A-1 Possible Conditions for Occupied Channel in Presence of MWO
Interference

Condition A:  Oc: upied Channel is Outside Range of Swept Frequency
FCC regulations (15.247) require that all frequencies in the 2.4 GHz be utilized equally.
Therefore, the occupied frequency is a uniform random variable in the range of 2.4000 - 2.4835
GHz. Referring to Figure A-1, the probability of occurrence for Condition A (PA) is given by:
PA = (83.5 MHz - fgyeep) / 83.5 MHz (A.D
It is assumed that transmission is error free in the absence of MWO interference.
Therefore, if the occupied channel is outside the range of swept frequency (fsweep) no dropped
packets will occur. The packet error rate for Condition A (PER,) is:
PER, = 0 (A.2)
For fgweep = 50 MHz:

PA = (83.5 MHz - 50 MHz)/ 83.5 MHz = 40.1%
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This value establishes an absolute minimum level of system reliability. Regardless of
packet length, packets transmitted on channels outside the range of swept frequency will be
successfully received.

Condition B:  Occupied Channel is Within Range of Swept Frequency and Experiences
Interference on Magnetron Transients

In this case, successful transmission relies on the ability to transmit packets between
bursts of MWO interference. If the packet is longer than the time gap between bursts of
interference, successful transmission is not possible. If the packet is shorter than the gap
duration as shown in Figure A-2, the start of transmission (*ctart) must be such that the packet
can be completely sent before the next burst.

[
1 ) |
le—pulse > :
| separation |

Q
C
=]
%_ — A, —>
E
-}
B
QO
E
E
I I I 1
8.3 16.7 25.0 417 50.1
time (msec)

Figure A-2 Time Gaps between MWO Interference Pulses (Condition B)

It is assumed that the bandwidth of emissions from the MWO is about 1 MHz once it
reaches steady state operation. The probability of occurrence for Condition B (Py) is:

Pe = (foweep- | MHz)/ 83.5 MHz (A2)

As shown in Figure A-2, there are two distinct gaps, Ag, and Ay, to consider. The
window of starting time for successful transmission for Gap B1 (tg,) is:

Tsi = by - 11 (A3)

window of start of transmission in Gap Bl
A, Gap B1 duration
packet length (time)

=
I

Submission Page 19 Jim Zyren, Harris Sergjconductor




May 1998 doc: IEEE P802.11-98/240

The computation for 1z, is identical. The probability of packer error given that
Condition B holds (PERy), is:

PER; = 1-[(ts + 15,)/ 16.7 msec] (A.4)

The time gaps vary slightly over the range of swept frequency. However, for the
purposes of this model, this effect is neglected. The time gaps, Ay, and Ay, are treated as
constants.

Condition C:  Occupied Channel Frequency is same as Magnetron Steady State Operating
Frequency

The frequency sweeps induced by the off/on and on/off transients of the MWO
magnetron are of relatively short duration. After the initial off/on transient, the magnetron
frequency achieves steady state and dwells on a particular frequency for about 80% of its duty
cycle, or about 6.4 msec, as shown in Figure A-3. For this period, the MWO looks like a
relatively stable narrow band jammer. It is assumed that the MWO jams only a single channel
during this time. The probability for Condition C (P;) is:

Pc = 1 MHz/83.5 MHz = 0.012 (AS)

I > t (msec)
33.4

Figure A-3 MWO Interference Pulses (Condition C)

As shown in Figure A-3, there is only a single time gap (A.) to consider. The window of
starting time for successful transmission for Gap C (1) is:

Tc =Ac-1T" (A.S5)

and the and the probability of packet error for Condition C (PER,) is:

PER, = 1-[(to)/16.7 msec] (A.6)
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Receiver Sensitivity

In order to include the effects of receiver sensitivity, some assumptions about
modulation must be made. As described in the main text, 2FSK (h=0.32) and 4FSK (h=0.16)

signaling is used. The probability of bit error (P¢) for noncoherent FSK receivers is described by
Proakis [7].

In the event that a packet encounters a burst of interference, some number of bits (n) will
be corrupted. In this sense, a corrupted bit is one which is transmitted during a burst of
interference. It may or may not be received in error. The exact number of corrupted bits is
dependent on the packet length (I1), the duration of the interference burst (€2), and the start-of-
transmission time (t) as shown in Figure A-4.
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Figure A-4 Packet in Presence of MWO Burst

The number of corrupted bits as a function of start-of-transmission time (t) is shown in
Figure A-5. This is actually a correlation of the packet and MWO burst. Given that interference

occurs, the expected number of corrupted bits (n) is the average value of the correlation function
over the interval for which it is non-zero (t] to t2), as in Figure A-6.

# corrupted bits

>t (msec)
33.4

0

Figure A-5 #Corrupted Bits as Function of Start Time (t)
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Figure A-6 Average #Corrupted Bits as Function of Start Time (t)

The computation for packer error rate given Condition C (PER,) is:

PER; = P¢ * Pyyoc * [1- (1- Pe)] (A7)

where:

PER. = Packet Error Rate given Condition C

P = Probability of Condition C

Puwoc = Probability of encountering MWO interference given
Condition C

Pe = Probability of bit error

n = estimate of number of corrupted bits

The computation for PER, is identical to the method shown in (A.7).

Overall Probability of Successful Packet Transmission
Conditions A, B and C are mutually exclusive events. The overall packet error rate is:

PER = {P, * PER,} + {P, * PER,} + {P. * PER.}  (A.8)
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